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1. INTRODUCTION 

Plagiarism is unacceptable use of other people’s work as accurate copy or with little modification. It is a fraud of profound 

extent that is increasing a lot these days and requires immediate attention as it leads to low education quality, and hampers 

creativity. For example, students just easily copy assignments from the internet, teachers copy work, PHD students also use 

existing work. 

This project deals with academic plagiarism. Plagiarism could be of many types such as: duplication, paraphrasing, 

repetitive research, replication, misleading attribution, verbatim plagiarism or complete plagiarism. The objective of this 

project is to measure the semantic similarity of the document uploaded by the user with existing documents and derive a 

score which determines the degree to which the document is plagiarized. Previous works on this subject have focused on the 

syntactic similarity to determine plagiarism. This project intends to overcome the shortcomings of existing plagiarism 

detection techniques by using semantic analysis instead of syntactic analysis. We can detect semantic plagiarism with the 

help of Natural Language Processing (NLP) Tools. It is a branch of artificial intelligence that helps computers understand, 

interpret and manipulate human language. NLP draws from many disciplines, including computer science and computational 

linguistics, in its pursuit to fill the gap between human communication and computer understanding. It helps computers 

communicate with humans in their own language and scales other language-related tasks. 

 

2. LITERATURE SURVEY 

We studied various existing systems which computed semantic similarity for short texts but not the entire document, 

systems which used syntactic analysis in documents, semantic similarity detection at various levels of granularity like word, 

sentence, document, checking for word replacement whether it is exact, synonym, hypernym, meronym, holonym, etc, 

different measures of semantic distance in WordNet. Through surveying various techniques and systems, we realized the 

best way for us to proceed would be using WordNet and doing semantic similarity measurement for two documents in a 

sentence wise approach. 

 

3. PROPOSED ALGORITHM 

3.1 Overall algorithm - 

First, we create a repository. The document in the repository can be a webpage. If it is a webpage, text from the url is 

extracted and stored in a file in repository. Then, store the document uploaded by user in our repository. Furthermore, pre-

processing of documents is performed. The final step is computation of similarity percentage of documents. 

 

3.2 Pre-processing- 

Since text is the most unstructured form of all the available data, various types of noise are present in it and the data is not 

readily analyzable without any pre-processing. The entire process of cleaning and standardization of text, making it noise-

free and ready for analysis is known as text preprocessing. Different data preprocessing activities performed are: 
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 Conversion of text to lower case: This is to avoid distinguishing between words simply on the basis of  case. 

 Removal of punctuation except full stop: Punctuation can provide grammatical context which supports understanding 

but does not add any value. Full stops are not removed because they are needed later for sentence tokenization. 

 Removal of special characters and alphanumeric characters: They are not relevant to our analysis. 

 Removal of English stop words: Stop words are common words found in a language. Words like for, of, are etc are 

common stop words. 

 Stemming: Transforms to root word. Stemming uses an algorithm that removes common word endings for English 

words, such as “es”, “ed” and “’s”. 

 Lemmatization: Transformation to dictionary base form i.e., “produce” & “produced” become “produce”. 

 

 

 

 

Figure 1. Stages in pre-processing 

 

3.3 Computing semantic similarity- 

 Break down the user and repository documents into sentences. 

 Take each sentence of the user document and one at a time compare it with each sentence of a document from 

repository. 

 Repeat this for all documents of repository; we get an array of similarity percentage scores for each document. 

 Once we get the individual percentage similarity, we take average of all to get the final similarity percentage. 

 

4. EXPERIMENT AND RESULT 

In the proposed algorithm, the documents are checked semantically sentence wise and the similarity percentage of user 

document with each document is shown and stored. Then, average of these documents is taken to generate the final similarity 

percentage with all documents. While conducting tests, two documents were compared and similarity score was generated. 

Say, user document has 45 sentences and document in repository has 60 sentences, each sentence in user document will be 

compared with each sentence in repository document. To generate the score, it will be divided by total number of sentences 

45*60 = 2700. This is repeated for all documents in the repository. This will give us an overall score which gives us an idea 

of the degree of plagiarism whether it is low, moderate or high. 

 

5. CONCLUSION 

Plagiarism detection for text in natural languages is a challenge. We describe our preliminary research on semantic similarity 

measures and their possible usage for paraphrasing detection in the task of plagiarism identification. Semantic similarity 

plays an important role in natural language processing, information retrieval, text summarization, text categorization, text 

clustering and so on. There is a plethora of measures and approaches proposed for different purposes in NLP domain. This 

project describes an approach to detect semantic plagiarism which occurs in researches by using WordNet. In this approach, 

WordNet has proven as an effective way to identify the semantic plagiarism by giving the synonyms of words in the 

document to detect the plagiarism. 

However, there is some future scope in our research. Some important words which are not included in WordNet lexicon will 

not be considered as concepts for similarity evaluation. In future work, we would like to perform our method on a larger 

knowledge base, such as Wikipedia. Also we would like to take into consideration the citations and references given by the 

user to check their document. Although this method has a few drawbacks, it performs fairly well. 
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